
International Journal of Scientific & Engineering Research, Volume 8, Issue 4, April-2017                                     114 
ISSN 2229-5518 

IJSER © 2017 
http://www.ijser.org 

A Study on improving Query 
Performance using Bucketing in 

Apache Hive 
 

1. M.Suneetha , 
(Research Scholar  in Rayalaseema University, Kurnool, A.P) & 

Assoc.Professor, ISE Dept.,R R Institute of 
Technology,Bangalore. suni.mulumudi@gmail.com 

 
2. Dr. V.S.K.Reddy, 

Ph.D(IIT- KGP),FIETE,MIEEE,MISTE,MCSI 
Professor in CSE Dept.& 

Principal,MRCET,Secunderabad, Telangana 
   mrcet2004@gmail.com 

 

Abstract 
Data is the most important in today’s 
lifestyle of the world.  Data can be easily 
manageable as it stocked in database.  
With the help of Data Management 
System all the operations like retrieving 
and maintaining it becomes easy. But 
huge volume of data cannot be 
manageable so easily.  So partitioning is 
the best solution for that.   Partitioning 
is used to slice the data horizontally 
over the entire range or on a smaller 
range of values using one or more 
column.  In this paper, brief review of 
methods of partitioning and helps to 
reduce wait in response time.  Paper 
shows the positive result with 
partitioning methods.  Hive is a good 
tool for performing queries on large 
datasets.   Hive organizes tables into 
partitions. The partition statement lets 
Hive alter the way it manages the 
underlying structures of the table’s data 
directory.  The objective of partitioning 
is to reduce the time in extracting the 
required data using Hive.   

Keywords: Partitioning, Bucketing, 
Apache Hive, Hadoop, HDFS, Bigdata. 
1. Introduction 

Partitioning in Hive is very useful to 
prune data during query to reduce query  

times.  Partitions are created when data 
is inserted into table.  There are two 
types of partitioning in Hive : 1.  Static 

Partitioning  2.  Dynamic partitioning .  
Usually when loading files (big files)  

 

into Hive tables static partitions are 
preferred. That saves time in loading 
data compared to dynamic partition.  In 
Hive’s implementation of partitioning, 
data within a table is split across 
multiple partitions.  Each partition 
corresponds to a particular value(s) of 
partition column(s) and is stored as a sub 
directory within th table’s directory on 
HDFS(Hadoop Distributed File System).   
This Apache software Foundation 
project is designed to provide a  fault-
tolerant file system designed to run on 
commodity hardware. The HDFS is 
designed to store very large data sets 
reliably, and to stream those data sets at 
high bandwidth to user applications.  In 
a large cluster, thousands of servers both 
host directly attached storage and 
execute user application tasks.     Data in 
each partition may in turn be divided 
into Buckets based on the value of a 
hash function of some column of the 
Table.  
2. Literature Survey 
‘’Divide and conquer‟ rule is used to 
reduce the complexity which results in 
increasing the performance of the 
database. Near uniform range partition 
(NURP) approach is based on range 
partitioning. Traditionally uniform range 
partitioning algorithm were used for 
partitioning the tables but to speed up 
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the partitioning of table, current 
partitioning techniques are studied and 
three range partitioning strategies are 
added. To manage the data in partitions, 
more strategies are involved so that 
these strategies will automate the 
partition. NURP-I is used to maintain 
the data equally in each partition. 
Uniform range partition distributes data 
unequally and Adjustment stage adjusts 
the data by splitting and merging. 
NURP-II uses a single query which 
helps to increase the execution speed. 
NRUP-III starts automating the partition 
when data is increasing gradually. 
NRUP is efficiently used for partitioning 
of large databases which leads into a 
good advantage of this method because 
this automates the partitioning of large 
database. Near-uniform range 
Partitioning Algorithm (NPA) is used as 
increased partitioning approach for huge 
amount of data in real-time data 
warehouse. The primary work includes 
new test of data warehouse and aimed 
for range partitioning using NPA. This 
paper also focused on the efficiency of 
the data warehouse. NPA also focuses 
on multilevel partition of table. It checks 
small tables to find the complexity such 
that it helps in increasing the 
performance. As amount of data 
increases, real time partition is done by 
new partitioning plan. Shin obi 
horizontal partitioning helps to improve 
the query performance. It most probably 
focuses on clustering of physical data 
and improves the performance by 
frequently accessed indexing data. This 
paper deals with the algorithms which 
optimally partition the table and manage 
the partition on different disk. This 
paper uses index partitioning approach 
for dynamic query workload from traffic 
monitoring application. 
 
3.1  BIGDATA 
 
Hive is a good tool for performing 
queries on large datasets, especially 
datasets that require full table scans. But 
quite often there are instances where 
users need to filter the data on specific 
column values. Generally, Hive users 

know about the domain of the data that 
they deal with. With this knowledge 
they can identify common columns that 
are frequently queried in order to 
identify columns with low cardinality 
which can be used to organize data using 
the partitioning feature of Hive. In non-
partitioned tables, Hive would have to 
read all the files in a table’s data 
directory and subsequently apply filters 
on it. This is slow and expensive 
especially in cases of large tables. 
 
 Due to the advent of new technologies, 
devices, and communication means like 
social networking sites, the amount of 
data produced by mankind is growing 
rapidly every year. The amount of data 
produced by us from the beginning of 
time till 2003 was 5 billion gigabytes. If 
you pile up the data in the form of disks 
it may fill an entire football field. The 
same amount was created in every two 
days in 2011, and in every ten minutes 
in 2013. This rate is still growing 
enormously. Though all this information 
produced is meaningful and can be 
useful when processed, it is being 
neglected. 

90% of the world’s data was 
generated in the last few years. 

3.2. What is Bigdata? 
 Big data means really a big data, it is a 
collection of large datasets that cannot 
be processed using traditional computing 
techniques. Big data is not merely a data, 
rather it has become a complete subject, 
which involves various tools, techniques 
and frameworks. 
Big data involves the data produced by 
different devices and applications. Given 
below are some of the fields that come 
under the umbrella of Big Data. 

• Black Box Data : It is a 
component of helicopter, 
airplanes, and jets, etc. It 
captures voices of the flight 
crew, recordings of microphones 
and earphones, and the 
performance information of the 
aircraft. 
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• Social Media Data: Social 
media such as Facebook and 
Twitter hold information and the 
views posted by millions of 
people across the globe. 
 

• Stock Exchange Data: The 
stock exchange data holds 
information about the ‘buy’ and 
‘sell’ decisions made on a share 
of different companies made by 
the customers. 

• Power Grid Data: The power 
grid data holds information 
consumed by a particular node 
with respect to a base station. 

• Transport Data: Transport 
data includes model, capacity, 
distance and availability of a 
vehicle. 

• Search Engine Data: Search 
engines retrieve lots of data 
from different databases. 

  

 

         Figure 3.1: BIG DATA Applications 

3.3 Big Data Challenges 
The major challenges associated 

with big data are as follows: 

• Capturing data 
• Duration 
• Storage 
• Searching 
• Sharing 
• Transfer 
• Analysis 
• Presentation 

To fulfill the above challenges, 

organizations normally take the help of 

enterprise servers. 

3.3.1 Traditional Approach 

In this approach, an enterprise will have 
a computer to store and process big data. 
Here data will be stored in an RDBMS 
like Oracle Database, MS SQL Server or 
DB2 and sophisticated softwares can be 
written to interact with the database, 
process the required data and present it 
to the users for analysis purpose. 

 

Figure 3.2: Traditional Approach 

3.3.2 LIMITATION 

This approach works well where we 
have less volume of data that can be 
accommodated by standard database 
servers, or up to the limit of the 
processor which is processing the data. 
But when it comes to dealing with huge 
amounts of data, it is really a tedious 
task to process such data through a 
traditional database server. 

GOOGLE’S SOLUTION 

Google solved this problem using an 
algorithm called MapReduce. This 
algorithm divides the task into small 
parts and assigns those parts to many 
computers connected over the network, 
and collects the results to form the final 
result dataset. 

 

Figure 3.3: Servers with Higher Capacity 

Above diagram shows various 
commodity hardware’s which could be 
single CPU machines or servers with 
higher capacity. 
 
4. SYSTEM REQUIREMENT 

SPECIFICATION 
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The hardware requirements may serve as 
the basis for a contract for the 
implementation of the system and 
should therefore be a complete and 
consistent specification of the whole 
system. The software requirements 
document is the specification of the 
system. It should include both a 
definition and a specification of 
requirements. It is a set of what the 
system should do rather than how it 
should do it. 
 
HARDWARE REQUIREMENTS 

• 12-24 1-4TB hard disks in a 
JBOD (Just a Bunch Of Disks) 
configuration 

• 2 quad-/hex-/octo-core CPUs, 
running at least 2-2.5GHz 

• 64-512GB of RAM 

• Bonded Gigabit Ethernet or 
10Gigabit Ethernet (the more 
storage density, the higher the 
network throughput needed) 
 

SOFTWARE REQUIREMENTS 

• FRONT END  :  Jettyserver, 
Web UI in JSP 

• BACK END :  Apache 
Hadoop, Apache PIG 

• OPERATINGSYSTEM:  
 Linux-UBUNTU 

• IDE : ECLIPSE 
.  
5. METHODOLOGY 
Although many systems have been 
developed "by the seat of the pants," 
without using any formal methodology, 
historically methodologies have proven 
to be very beneficial. A primary benefit 
is thoroughness. Without a 
methodology, it is extremely likely that 
something will be overlooked, omitted, 
or improperly linked to the rest of the 
system.  

5.1 Requirements 

SDLC Methodology:This document 
play a vital role in the development of 

life cycle (SDLC) as it describes the 
complete requirement of the system.  It 
means for use by developers and will be 
the basic during testing phase.  Any 
changes made to the requirements in the 
future will have to go through formal 
change approval process. 
5.2 Design of HDFS 

HDFS is a file system designed for 
storing very large files with streaming 
data access patterns, running on clusters 
of commodity hardware. HDFS is built 
around the idea that the most efficient 
data processing pattern is a write-once, 
read-many-times pattern. A dataset is 
typically generated or copied from 
source, and then various analyses are 
performed on that dataset over time. 
Each analysis will involve a large 
proportion, if not all, of the dataset, so 
the time to read the whole dataset is 
more important than the latency in 
reading the first record. Hadoop is 
written in Java, and all Hadoop 
filesystem interactions are mediated 
through the Java API. Hadoop 
interprocess communication between 
nodes in the system is implemented 
using remote procedure calls (RPCs). 
The RPC protocol uses serialization to 
render the message into a binary stream 
to be sent to the remote node, which 
then deserializes the binary stream into 
the original message.  MapReduce is a 
programming model for data processing. 
The model is simple, yet not too simple 
to express useful programs in.   Hadoop 
can run MapReduce programs written in 
various languages MapReduce programs 
are inherently parallel, thus putting very 
large-scale data analysis into the hands 
of anyone with enough machines at their 
disposal. MapReduce comes into its own 
for large datasets, so let’s start by 
looking at one. 
5.3 Map and Reduce 

MapReduce works by breaking the 
processing into two phases: the map 
phase and the reduce phase. Each phase 
has key-value pairs as input and output, 
the types of which may be chosen by the 
programmer. The programmer also 
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specifies two functions: the map 
function and the reduce function. 

 

 Figure 5.1: Mapping and Reducing 

5.4 Commodity hardware 

Hadoop doesn’t require expensive, 
highly reliable hardware to run on. It’s 
designed to run on clusters of 
commodity hardware (commonly 
available hardware available from 
multiple vendors3) for which the chance 
of node failure across the cluster is high, 
at least for large clusters. HDFS is 
designed to carry on working without a 
noticeable interruption to the user in the 
face of such failure.  
 
5.5 Working of Hive 
The following diagram depicts the 
workflow between Hive and Hadoop. 

 

  

Figure 5.2: Working of Hive 

 

The following table defines how Hive 

interacts with Hadoop framework: 

Step 
No. Operation 

1 

Execute Query 

The Hive interface such as Command Line or 
Web UI sends query to Driver (any database 

driver such as JDBC, ODBC, etc.) to execute. 

2 

Get Plan 

The driver takes the help of query compiler that 
parses the query to check the syntax and query 

plan or the requirement of query. 

3 

Get Metadata 

The compiler sends metadata request to 
Metastore (any database). 

4 

Send Metadata 

Metastore sends metadata as a response to the 
compiler. 

5 

Send Plan 

The compiler checks the requirement and 
resends the plan to the driver. Up to here, the 
parsing and compiling of a query is complete. 

6 

Execute Plan 

The driver sends the execute plan to the 
execution engine. 

7 

Execute Job 

Internally, the process of execution job is a 
MapReduce job. The execution engine sends 
the job to JobTracker, which is in Name node 

and it assigns this job to TaskTracker, which is 
in Data node. Here, the query executes 

MapReduce job. 

7.1 

Metadata Ops 

Meanwhile in execution, the execution engine 
can execute metadata operations with 

Metastore. 

8 

Fetch Result 

The execution engine receives the results from 
Data nodes. 

9 

Send Results 

The execution engine sends those resultant 
values to the driver. 

10 
Send Results 

The driver sends the results to Hive Interfaces. 

Table 5 .1 Hive interacts with Hadoop 

framework 

 
6. IMPLEMENTATION 
All Hadoop sub-projects such as Hive, 
Pig, and HBase support Linux operating 
system. Therefore,  need to install any 
Linux flavored OS.  
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Figure 6.1: Accessing Hadoop on Browser 

Verify all applications for cluster 

The default port number to access all 
applications of cluster is 8088. Use the 
following url to visit this service. 
http://localhost:8088/ 

 

Figure 6.2: Verify all applications for cluster 

The next step is installing Hive. 
7. SIMULATION RESULTS 

    7.1 VARIOUS SNAPSHOTS 

SNAPSHOT 1 

Initializing hive 

 

       SNAPSHOT 2 

        Creating a table in hive 

 

      SNAPSHOT 3 

       Describing the table 

 

         SNAPSHOT 4 

         Loading the data into the table 

 

 

SNAPSHOT 5 

Checking the data in the table 

 

SNAPSHOT 6 

Executing a query and checking out the 

time taken to execute the given query 

 

SNAPSHOT 7 
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Creating a partitioned table in hive 

 

 

SNAPSHOT 8 

Loading data into the partitioned table 

 

       SNAPSHOT 9  

  Setting hive dynamic   partition mode to      

non-strict 

 

       

 SNAPSHOT 10 

Loading the data into the 

partitionedtable

 

SNAPSHOT 11(Loading the data into              

the partitioned table) 

 

        SNAPSHOT 12 

     Loading the data into the 

partitioned table 

 

       SNAPSHOT 13(Checking the data from       

the partitioned table) 

 
 
 

 
 

SNAPSHOT 14 

Passing the same query which we gave 
before partition and checking the time 
required to execute the same query after 
partition (See the time difference for the 
queries) 

 

SNAPSHOT 15 

In browser checking the tables 
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SNAPSHOT 16 

Connecting to our data in the 

browser

 

SNAPSHOT 17 

Checking the loaded data in the browser 

 

SNAPSHOT 18 

Checking the Partitioned Table in the 

browser 

 

 

Conclusion  

In conclusion, using Hive 
partitioning in the right context and 
on appropriate columns will help a 
data management platform be much 
more efficient. 
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